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[Quote] Abstract: Generative AI is set to transform the legal profession, but its full impact remains 
uncertain.  
 
While AI models like GPT-4 improve the efficiency with which legal work can be completed, they can 
at times make up cases and “hallucinate” facts, thereby undermining legal judgment, particularly in 
complex tasks handled by skilled lawyers.  
 
This article examines two emerging AI innovations that may mitigate these lingering issues: Retrieval 
Augmented Generation (RAG), which grounds AI- powered analysis in legal sources, and AI reasoning 
models, which structure complex reasoning before generating output. [/Quote]  
 
An excerpt of a scientific paper, titled: 'Ai-powered lawyering: AI reasoning models, retrieval 
augmented generation, and the future of legal practice'  
 
Now, please tell me more about the significance of reasoning models (mentioned as legal syllogism 
prompting) and Retrieval Augmented Generation (RAG) in order to ground AI- powered analysis in 
legal sources, and AI reasoning models!  
 
 

  
 

To explain the significance of reasoning models (like legal syllogism prompting) and Retrieval 
Augmented Generation (RAG) in legal practice, could you please clarify a few things: 

1. Are you looking for a technical deep dive into how these models work, or more of a high-level 
explanation of their impact and applications in legal work? 
 

2. Would you like examples of how these are currently used or tested in real-world legal 
practice? 
 

3. Do you have a specific jurisdiction or area of law you're interested in (e.g., U.S. litigation, 
contract law, European law)? 

This will help me tailor the research more effectively to your needs. 
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Regarding your first question, I'd like to get an explanation of the impact and application of Reasoning 
and RAG in legal work.  
 
Regarding your second question, I do not need use-cases describes and  
 
regarding your third question, I do not have any specific jurisdiction in mind. 
 
 

  
 

Great, I’ll explore how Retrieval Augmented Generation (RAG) and AI reasoning models—especially 
legal syllogism prompting—are shaping the legal profession.  

 

I’ll focus on their practical impact and general application in legal work, without narrowing to specific 
jurisdictions or including detailed use cases. 
 

AI Limitations in Legal Work 
 

Generative AI tools promise faster legal research and drafting, but face serious limitations in practice. 
Off-the-shelf LLMs often hallucinate – confidently asserting false or outdated facts or citations. They 
also lack built-in legal logic: instead of explicit rule-based reasoning, an LLM’s answer may be a loose 
text summary with hidden jumps in logic. In short, models can produce plausible-sounding but 
unreliable legal analysis. These gaps – hallucinations and weak legal reasoning – undermine trust. 
Addressing them requires new techniques that ground AI in real legal sources and enforce structured 
logic. 

 Hallucinations: LLMs trained on broad data can invent answers when unsure. In law this can 
mean made-up case names or misremembered statutes. 
 

 Shallow reasoning: Lawyers reason via syllogisms or IRAC (Issue-Rule-Application-Conclusion) 
frameworks, but LLMs typically do not. As a result, AI outputs often omit explicit rule analysis 
or apply legal norms incorrectly. 
 

 Opacity: Without clear premises and citations, an AI’s “mysterious” reasoning is hard to audit 
or trust. 

These issues motivate hybrid approaches combining retrieval and structured reasoning. 

Retrieval-Augmented Generation (RAG) 

Illustration: A RAG-based legal AI first retrieves relevant statutes or cases, then feeds them to the LLM, 
grounding its answer in real sources. 



Retrieval-Augmented Generation (RAG) embeds a search step into the AI workflow. When posed a 
legal query, the system first retrieves pertinent documents (e.g. cases, statutes, contracts) from a 
vetted knowledge base. Those texts are then added to the prompt, so the LLM generates an answer 
“in the context” of actual legal sources. In practice this is like giving the AI an open book of 
authoritative law before it “speaks” – forcing answers to rely on real content rather than on memory 
alone. 

 How it works: A query is issued to a search component that finds the most relevant legal texts. 
The retrieved passages are concatenated with the question in a carefully engineered prompt, 
and the LLM generates the response. (A simple pipeline diagram is shown above.) 
 

 Grounding answers: By providing concrete evidence (rules, case excerpts), RAG grounds the 
AI’s output in actual law. The model effectively reasons with the retrieved information, which 
significantly improves accuracy and reliability, especially in knowledge-intensive domains like 
law. 
 

 Reduced hallucinations: Because the model must draw from the provided documents, it is far 
less likely to “make things up.” Studies note that RAG is akin to an open-book exam – it 
constrains the answer to fit the retrieved context. In practice, legal AIs using RAG include 
source snippets or citations, so any statement can be checked against the underlying law. 

Key benefits of RAG in legal AI: 

 It injects up-to-date, domain-specific knowledge into the model. Fresh case law, statutes, and 
internal documents can be included without retraining the LLM. 
 

 It raises output quality by anchoring answers to authoritative texts. 
 

 It allows source attribution: lawyers can see and verify where each fact or rule came from. 

However, RAG is not a cure-all. Its effectiveness depends on the quality of the retrieved data and the 
search algorithm. Poor or outdated sources can still lead to errors, and the retrieval step adds 
complexity and cost.  
 

Nonetheless, when well-implemented, RAG dramatically improves AI reliability by anchoring reasoning 
in real law. 

Structured Legal Reasoning Prompts 

Generative AI can also be guided by how it thinks. Legal professionals use formal reasoning structures 
(e.g. IRAC/ILAC frameworks and syllogisms) to analyze problems. AI reasoning prompts try to replicate 
this process. For example, Legal Syllogism Prompting teaches the model the classic rule–fact–
conclusion format: the “major premise” is the legal rule or statute, the “minor premise” is the case’s 
facts, and the conclusion is the legal outcome. By explicitly instructing the AI to fill in these parts, the 
model’s output aligns with the way lawyers structure arguments. 

 IRAC-style prompting: Prompts may scaffold an answer by headings like Issue, Rule, Analysis, 
Conclusion. Research shows that inserting a legal reasoning frame into the prompt (so the 
model “thinks like a lawyer”) significantly boosts performance. 
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 Chain-of-thought prompting: Generic “let’s think step-by-step” prompts encourage 
intermediate reasoning, which can uncover errors. In law, refined versions (e.g. “chain of 
reference” prompts) explicitly guide the AI to cite relevant statutes or facts during the 
reasoning. 
 

 Legal Syllogism prompts: Experiments on case prediction tasks show GPT models given a 
syllogism prompt outperform plain chain-of-thought prompts. LoT focuses the model on key 
legal information: it “concentrates on the key information relevant to the judgment and 
correctly understands the legal meaning of acts”. Importantly, the model then produces an 
answer along with the law article and justification, making the reasoning transparent. 

These structured prompts ensure the AI’s logic is explicit and aligned with legal norms. By design, they 
reduce wild guesses: the AI is cued to stay within the rule-and-fact framework, cutting down on 
irrelevant tangents or fabrications. 

Improving Accuracy and Trustworthiness 

Combined, RAG and structured reasoning substantially raise the bar for AI legal analysis. RAG 
guarantees that the underlying content is authoritative, while reasoning prompts enforce the form of 
the answer. In practice, answers become far more reliable and verifiable: 

 Grounded, verifiable answers: With RAG, each claim in the response links to actual legal text. 
Lawyers can cross-check the AI’s citations against statutes or cases. This transparency sharply 
reduces the risk of unquestioned errors.  
 

 Logical consistency: AI outputs now mirror the syllogistic logic of human analysis. The model is 
guided to apply specific rules to specific facts, yielding conclusions that follow from 
established legal principles. This constrains the model from making leaps beyond the given 
information. 
 

 Higher accuracy: Early research shows that combining retrieval with legal logic works better 
than either alone. For example, hybrid systems that integrate a learned legal “fact-rule” chain 
with document retrieval achieve notably higher correctness than standard LLM answers. In 
short, the AI reasons with evidence, not just pattern-matching. 
 

 Explainability: Because the AI lays out premises and cites law, its conclusions are audit-ready. 
This explainability is essential for legal work, where every recommendation must be 
defensible. 

In sum, RAG addresses the what (facts and sources) and structured prompting addresses the how 
(logic and form). Together they transform a basic LLM from a shaky text generator into a tool that can 
draft structured legal analysis with citations. 

Implications for Legal Practice 

For general legal practice, these advances point to more trustworthy AI assistants. Instead of raw 
summaries, lawyers may get draft analyses that look like traditional legal writing – complete with 
numbered issues, cited cases, and a formal syllogism or IRAC flow. This makes it easier for attorneys to 
review and edit AI output rather than wholly rewrite it. In practical terms: 
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 Greater reliability: AI suggestions grounded in retrieved cases and statutes mean fewer 
surprises. Attorneys can verify each point against the source material. 
 

 Focused analysis: With structured prompts, AI tends to highlight the legally relevant facts and 
rules, reducing noise. This can accelerate tasks like legal research by quickly mapping facts to 
law. 
 

 Ongoing oversight: Despite improvements, systems still need human validation. RAG requires 
high-quality corpora and careful tuning, and even then the AI might miss nuances. Lawyers 
should still double-check citations and reasoning. 
 

 Standards and trust: As the legal field grapples with AI ethics and regulation, approaches that 
embed logic and citations align well with requirements for transparency and accountability. By 
mirroring human reasoning steps, these tools can help satisfy emerging best practices for 
“auditable” AI advice. 

In conclusion, Retrieval-Augmented Generation and structured legal reasoning prompts represent 
complementary solutions to the shortcomings of raw generative AI. They lend structure and facts to 
AI-assisted legal analysis, markedly reducing hallucinations and strengthening logical rigor. The 
practical payoff is an AI partner that produces more accurate, citation-backed, and legally coherent 
answers – a crucial step toward AI tools that lawyers can truly rely on. 

Sources: Authoritative AI and legal-technology research, including recent academic work on legal LLM 
reasoning, describe these techniques and their effects on output quality.  

Each innovation above is grounded in current studies and industry analysis of RAG and legal prompt 
engineering. (Citations given.) 

 

  

Let us forget about RAG at this point and let us stick to legal reasoning.  

You stated above that chain-of-thought prompts (“let’s think step-by-step”) encourage intermediate 
reasoning, which can uncover errors.  

And, in law, refined versions (e.g. “chain of reference” prompts) explicitly guide the AI to cite relevant 
statutes or facts during the reasoning. 

It is this chain of reference-prompting I'd like to get familiar with (not too bad for me in my capacity as 
a legal prompt engineering expert in the making). 

There is a syllabus written, titled: AI in the legal profession, Prompt Engineering for Lawyers. 

As expected, they are talking about "good prompts" there rather than about the professional 
intellectual handling of AI-models (foundational and/or domain-specific). But never mind.  

In the syllabus, it is about "goal", "context", "expectations" and "source".  

Now, this latter point deviates in "legal prompting", does it not? 
 
 It does, since the element of source seems to be of less significance in other forms of prompting! 
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Thanks for the detailed context. To deepen the discussion on "chain of reference" prompting in legal 
reasoning: 

Could you confirm whether you'd like me to focus on: 

1. The definition and structure of chain-of-reference prompts in legal contexts (how they differ 
from basic chain-of-thought prompts); 
 

2. The role and weight of 'source citation' in legal prompt engineering (e.g., why it's uniquely 
critical in law); 
 

3. A comparative analysis between legal prompting frameworks (like the SAL guide) and general 
AI prompt engineering best practices. 

Let me know which of these you'd like to prioritize—or if you'd like all of them addressed. 

 

  

 
I don't like you to prioritize— instead, I'd like all of them addressed. 

 

  
 

Understood. I’ll provide a comprehensive overview of chain-of-reference prompting in legal AI, 
covering its structure and definition, the unique importance of citing legal sources within prompts, 
and how legal prompt engineering (like the SAL framework) compares to general AI prompting 
principles. I’ll let you know when the analysis is ready. 
 
Structuring Effective Prompts for Legal AI 

A good prompt clearly defines what you want (Goal), why/for whom (Context), how the AI should 
respond (Expectations), and what source materials to use. For example, the Singapore Academy of 
Law (SAL) guide advises specifying the task and audience, tone and length, and any reference 
documents. In practice this means: 

 Goal: State the exact output needed (e.g. “Draft a 2-page memo” or “List key issues in bullet 
form”). Use action verbs like “Draft” or “Summarize” for clarity. If the task is complex, break it 
into sub-goals (e.g. “First identify the issues, then apply relevant law”). 
 

 Context: Provide necessary background and constraints (jurisdiction, parties, facts, “persona” 
of user, etc.). Legal prompts often include facts of the case or the role (“in-house counsel 
advising on X”), so the model understands the scenario. 
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 Expectations: Specify format, tone and level of detail. For instance, require “concise bullet 
points,” “authoritative tone,” or “legal memo style.” SAL notes that telling the model to “think 
step-by-step” can improve reasoning (a common chain-of-thought cue). In other words, 
guiding the model through an IRAC-like process (Issue, Rule, Application, Conclusion) helps 
produce structured legal analysis. For example, a prompt might say “Think through this step-
by-step” to encourage intermediate reasoning. 
 

 Source: Identify relevant reference material or facts the AI should rely on. In general prompt 
engineering, “source” means any context or sample documents to ground the answer. In legal 
prompting, source material often means statutes, regulations, case excerpts or internal 
documents. SAL strongly encourages lawyers to attach or cite specific clauses or paragraphs 
and even ask the AI to include citations. For example, one SAL prompt explicitly instructs: 
“Restrict the analysis to the references above and please cite applicable sections of the 
legislative or regulatory provisions”. In practice, you might provide the text of a law or a URL 
and tell the model which parts to use. This grounding helps ensure the output is accurate and 
tailored to the legal issue. 

Overall, a law-oriented prompt could look like: 

“Generate a checklist of employer obligations in a retrenchment. Limit your analysis to the Singapore 
Employment Act, Tripartite Guidelines on Fair Employment Practices, and relevant MOM advisories. 
Think through this step-by-step and cite the sections of each law that apply.”  

This example shows all four elements (clear task, context about jurisdiction, step-by-step expectation, 
and specific sources) being used together. 

Chain-of-Thought vs. Chain-of-Reference Prompting 

Chain-of-Thought (CoT) prompting asks the AI to “think out loud” by breaking down its reasoning into 
intermediate steps. It typically adds phrases like “Let’s think step-by-step” or “Explain your reasoning” 
to the prompt. This elicits a chain of reasoning, which often improves accuracy on complex problems 
by simulating human-like logical steps. For legal tasks, CoT might simply prompt the model to outline 
IRAC (“Issue, Rule, Application, Conclusion”) in its answer. CoT is common in many domains, but it 
does not by itself ensure the use of correct legal authority – it mainly improves the clarity and 
structure of the model’s reasoning. 

Chain-of-Reference (CoR) prompting is a legal-specific refinement of CoT. In CoR, the prompt explicitly 
embeds relevant legal materials or references as part of the reasoning process. For example, a CoR 
prompt might first ask the model to outline the legal issues (Stage 0), then feed in those issues plus 
specific statute text before asking the final question (Stage 1). The SAL example above (“think through 
step-by-step… cite sections…”) is a form of CoR: it names the statutes to use and demands citations of 
their provisions. 

Technically, CoR might involve a multi-stage prompt. One research template asks first: “Can you break 
the input into [Issue, Rule, Application, Conclusion]?” (i.e. trigger IRAC) and then uses that breakdown 
plus the question in a second prompt. This approach grounds each reasoning step in the given laws. In 
practice, CoR tends to dramatically improve legal QA performance: for example, GPT-3’s accuracy on a 
legal entailment task rose from ~62% with plain CoT to ~83% with CoR. In short, CoR means “think 
step-by-step and cite the law.” 

By explicitly referencing statutes or facts in the prompt, CoR also combats hallucination. As one paper 
notes, embedding “specific sources or facts within the prompt… explicitly referencing these sources 
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reminds the language model of the relevant information it should consider”. In other words, giving the 
model the actual legal text (or telling it which text to use) forces the reasoning to align with real law. 
This differs from most non-legal prompts, where such precise sourcing is less critical. 

Emphasizing Sources in Legal Prompts 

In summary, while any good prompt (per SAL) should mention sources or context, legal prompts take 
“source” to another level. Lawyers are trained to justify advice with citations, so effective legal AI 
prompts often demand citations or reference exact clauses. The SAL guide explicitly advises including 
exact passages or URLs and even instructing the AI to output citations This is why “source” in legal 
prompting often means naming statutes, rules or documents, not just saying “use reliable 
information.” 

To apply these principles in practice: always specify which laws or documents the AI should draw 
upon, and consider asking it to quote or cite them. Combine this with a clear goal, relevant context, 
and a structured expectation (e.g. “step-by-step reasoning”) to get the best legal reasoning output. 

Sources: The above draws on prompt-engineering best practices (SAL guide) and recent legal-AI 
research on chain-of-reference prompting. The SAL guide explicitly outlines the 
Goal/Context/Expectations/Source framework and even gives an example that tells the AI to reason 
step-by-step and cite legal provisions. Chain-of-thought prompting (“think step-by-step”) has been 
shown to improve reasoning, and chain-of-reference adds the crucial element of legal citations. These 
combined strategies help ensure AI outputs that are logically sound and grounded in actual law. 
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