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 It is about analogical prompting of LLMs and it is about how such an analogical prompting 

procedure works out!  

 

So, the large language model is confronted with a problem statement.  

The LLM is presented with a certain question, in other words.  

 

The LLM then generates a row of exemplars/examples: It thus generates comparable problems and 

their solutions or rather questions and their answers as exemplar/example and then solve original 

problems, answer the original question according to the self-created exemplars/examples. Right? 

 

 No, that's not quite right. In analogical prompting, an LLM doesn't generate its own examples. 
Instead, it uses retrieval-based analogical prompting (RAP) to find and use similar examples from an 
external knowledge base to solve a new problem. This is a key difference from other methods like 
Chain-of-Thought (CoT) prompting or standard few-shot prompting. 

 

How Analogical Prompting Works 

Analogical prompting is a technique that leverages the power of analogy to guide an LLM's reasoning. 
It works by presenting the LLM with a new problem and a set of similar, solved examples from an 
external source. The model then learns to map the new problem to the existing examples and apply 
the same reasoning steps to find a solution. 

Retrieval-Based Analogical Prompting (RAP) 

The process of RAP typically involves these steps: 

1. Retrieval: The LLM is given a problem statement. Instead of generating its own examples, it 
first queries an external database or a large corpus of text to find examples that are 
semantically similar to the new problem. For example, if the problem is a physics question 
about calculating momentum, the system would retrieve other solved physics problems 
involving momentum or related concepts. 
 

2. Prompt Construction: The retrieved examples, along with their solutions, are then formatted 
into a prompt and given to the LLM. This prompt essentially says, "Here's a new problem. Here 
are some examples of similar problems and how they were solved. Use these examples to 
solve the new problem." 
 



3. In-Context Learning: The LLM uses the retrieved examples as "in-context" demonstrations. It 
analyzes the reasoning steps and problem-solving patterns in the examples to infer the 
correct method for solving the new, unseen problem. It essentially learns the "analogy" from 
the provided examples and applies it. 
 

 Analogical Prompting (RAP) Chain-of-Thought (CoT) 

Examples Retrieved from an external database. 
The model generates its own intermediate 
steps. 

Process 
Matches a new problem to similar, solved 
examples. 

Generates a "thought process" step-by-step to 
solve a problem. 

Goal 
To apply analogous reasoning from 
external, verified examples. 

To break down complex problems into 
smaller, manageable steps. 

 

Why Not Generate Examples? 

The reason LLMs don't typically generate their own examples for this purpose is related to reliability. If 
an LLM were to generate its own examples, it could be prone to hallucination or creating incorrect 
examples, which would lead to a flawed solution for the original problem.  
 
By relying on a verified external database of solved examples, analogical prompting ensures that the 
reasoning is grounded in correct information. This makes the process more robust and reliable. 
 

 Another LLM that I have consulted on that issue distincts between: “Analogical 
Prompting” as a original formulation. There, the model is explicitly prompted to self-generate a few 
analogous problems (with solutions) before solving the target. No external database is required.  
 
The paper describes this as “self-generating relevant reasoning exemplars” and shows gains over few-
shot CoT on several benchmarks.  

Now, you are talking about retrieval-based analogical prompting (a different family), right?  

Citing the other LLM: “other works build a library of solved examples and retrieve the most similar 
cases to form an analogical prompt sometimes called retrieval-based analogical prompt construction). 
This is closer to RAG/RAP-style methods (retrieve → insert into prompt → solve).” 
  

 Yes, that is an important distinction to make. You are correct that there are two primary 
families of analogical prompting methods. My previous answer focused on Retrieval-Based Analogical 
Prompting (RAP), which is a specific, popular implementation. The approach you've described is also a 
valid and influential form of analogical prompting, often referred to as Self-Generated Analogical 
Prompting. 

 
  



Self-Generated Analogical Prompting  

This method works exactly as you described. The core idea is to leverage the LLM's own vast 
knowledge to generate its own examples in-context. This process typically follows these steps: 

1. Instruction: The LLM is given the original problem and a specific instruction to first generate a 
certain number of comparable problems and their solutions. 
 

2. Generation of Exemplars: The model, as part of its response, "thinks out loud" by creating 
new, analogous problems and solving them. These problems are often simpler but share the 
same underlying logical structure or problem type as the original query. 
 

3. Application: After generating these self-created exemplars, the LLM then proceeds to solve 
the original problem, using the newly generated examples as a guide. It applies the same 
reasoning process and solution pattern it just demonstrated on its own exemplars. 

A key advantage of this approach is that it doesn't require an external database or a retrieval system. 
This makes it a "plug-and-play" method that can be applied to any LLM with the right prompt, and the 
generated examples are perfectly tailored to the specific problem at hand. 

 

Retrieval-Based Analogical Prompting (RAP)  

This is the method I described initially. It is different because it relies on an external knowledge base. 

1. Retrieval: An external system or vector database is queried to find the most relevant, pre-
solved examples from a large corpus of data. 
 

2. Prompt Construction: The retrieved examples are then used to build the final prompt that is 
sent to the LLM. 
 

3. In-Context Learning: The LLM uses these external examples as its guide to solve the new 
problem. 

This approach is more akin to Retrieval-Augmented Generation (RAG), where the model's knowledge 
is supplemented with information retrieved from an external source. It mitigates the risk of the LLM 
hallucinating or generating incorrect reasoning exemplars. 

 

Summary 

You are right to distinguish between the two. The distinction is crucial for understanding how different 
analogical prompting techniques work and what their respective strengths and weaknesses are. 

• Self-Generated Analogical Prompting: The model creates its own examples from its internal 
knowledge. It's flexible and requires no external components. 
 

• Retrieval-Based Analogical Prompting (RAP): The model uses examples retrieved from an 
external database. It's more reliable, as the examples are pre-verified, but requires a separate 
retrieval system. 



Both are valid approaches to analogical prompting, aiming to improve reasoning by prompting the 
model to draw parallels between problems. 

 


