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 The generation of what is called self-augmented Prompts (Self-Augmented 
Prompting) in relation to what is called a Self-Augmentation Strategy (SAS) in the 
course of the pre-training of AI models).  
 
This is what it should be about here.  
 
Disregarding the training section of such modelling based on natural language 
processing at this point and concentrating on the mental guidance of such models 
('prompting' and perhaps 'priming'), the question arises:  
 
What exactly are such self-augmented prompts? 

 

 Self-augmented prompts refer to the idea of enriching or reorganizing the 
original cue given to a language model by adding self-generated, meta-level 
guidance that the model itself creates during its reasoning process. In simpler terms, 
instead of the model relying solely on the static, external user prompt, it “augments” 
that prompt by internally generating additional context or instructions that guide its 
own output. 

In the context of techniques like Self-Augmented Prompting and the Self-
Augmentation Strategy (SAS), this concept manifests in a couple of interrelated 
ways: 

1. Self-Generated Meta-Instructions: The model can, upon receiving an initial 
prompt, produce supplementary directions or clarifications—almost as if it’s 
“thinking out loud.” These additional layers effectively serve as an internal 
checklist or roadmap, helping the model stay on track or dive deeper into the 
subject. This internal guidance can be akin to generating chain-of-thought 
steps, where intermediate reasoning is made explicit. The key here is that the 
model is not passively processing input but actively reshaping the prompt 
with its own reflections and elaborations. 
 

2. Feedback Loops and Self-Refinement: Instead of a fixed prompt, self-
augmented prompting involves a recursive mechanism. After generating an 
output, the model might internally revise or enhance its understanding by 
incorporating parts of its own output back into a refined prompt. This 
iterative process—where the prompt evolves based on the model’s internal 
evaluation of its previous reasoning—can lead to more coherent, detailed, and 
accurate answers. Techniques such as those described in approaches like 
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Promptbreeder emphasize this self-referential lineup, where both the task 
prompts and the mutation guidelines (the “mutation-prompts”) are improved 
over iterations. 
 

3. Mental Guidance in “Priming” the Model: When we speak of mental 
guidance here (as opposed to the purely technical training aspects), self-
augmented prompts serve as an internal priming mechanism. They allow the 
model to generate a dynamic context that blends user instructions with self-
imposed rules or clarifications. This means that before the model arrives at its 
final answer, it may internally “ask itself” leading questions, check for 
consistency, or expand on relevant aspects of the original query. The result is 
an output that often appears more thoughtful and nuanced than what would 
be formed from the bare prompt. 

The significance of self-augmented prompts is that they enable a model to exceed the 
limitations of static instructions. They can adapt and evolve “on the fly,” a capability 
that is especially valuable when dealing with complex or ambiguous tasks. By 
creating a framework where the model effectively guides its own output, self-
augmentation has the potential to reduce errors, improve coherence, and bring 
nuanced reasoning into the final answer. 

To summarize, self-augmented prompts are not merely static input text but are 

dynamic, self-generated enhancements that offer internal guidance. They represent 
a merging of user-provided instructions with internally derived reasoning cues—a 
kind of self-priming that steers the model’s mental process toward more refined, 
context-aware responses. 

This approach opens up interesting directions for further exploration, such as 
designing systems where the self-augmented prompt mechanism continuously 
evolves in real time, or experimenting with different styles of meta-prompting to see 
how they influence output creativity and accuracy. As researchers and developers 
refine these techniques, we may witness further breakthroughs in how AI systems 
"think" and self-correct during complex tasks. 

Would you be interested in exploring how these internal prompting mechanisms 
compare with traditional chain-of-thought approaches or perhaps how they might be 
implemented in practical applications? 

 

 You ask me whether I would be interested in exploring how such internal 
prompting mechanisms compare with traditional chain-of-thought approaches or 
perhaps how they might be implemented in practical applications.  
 
Well, I think that - at this point - it would be even more interesting how internal 
prompting mechanisms, as you state it, compare among each other, that is how does 
what is mentioned as - Self-Ask-Prompting compare to - Self-Augmented-Prompting. 



 Let's break this down by looking at the core mechanisms and goals of each 
approach: 

Self-Ask Prompting 

Mechanism: Self-ask prompting is a focused technique that instructs the language 
model to decompose a complex problem by generating explicit sub-questions. For 
instance, rather than diving directly into an answer, the model might first identify 
the key components of the query by asking itself, “What are the main factors to 
consider here?” It then proceeds to answer these sub-components before integrating 
them into a final output. This intentional divide-and-conquer strategy not only aids 
in tackling multifaceted problems but also creates a transparent trail of reasoning 
that can be inspected and verified. 

Strengths: 

 Transparency: The step-by-step questioning process makes the internal 
reasoning explicit, allowing for greater interpretability. 
 

 Focused Decomposition: It excels at breaking down complex tasks into 
simpler parts, which is particularly useful for multi-layered queries or 
problems that benefit from sequential logic. 
 

 Error Identification: By laying out intermediate answers, it becomes easier to 
spot and correct missteps during the thought process. 

Example in Practice: When solving a math problem or debugging a piece of code, self-
ask prompting enables the model to isolate specific challenges by asking targeted 
questions, then synthesizing the learnings into a cohesive solution . 

Self-Augmented Prompting 

Mechanism: Self-augmented prompting is a broader concept. It goes beyond simply 
breaking down a query into sub-questions; the model internally enriches and 
reorganizes the initial prompt with meta-level guidance. This might involve 
clarifying ambiguous parts, adding context that the original prompt didn’t specify, or 
even reconfiguring the sequence of instructions to generate a more coherent and 
contextually aware answer. Essentially, the model “primes” itself with a more 
refined version of the task before launching into its final response. 

Strengths: 

 Holistic Enhancement: It not only decomposes but also deepens the context of 
the prompt, leading to responses that capture nuances and subtleties that 
might otherwise be overlooked. 
 

 Flexibility: Since the process isn’t limited to a fixed question-and-answer 
format, it encompasses various forms of internal augmentation, including 
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reordering instructions or integrating additional background context as 
needed. 
 

 Improved Coherence: By internally augmenting the prompt, the model can 
better align its reasoning process with the underlying objectives of the task, 
often resulting in richer and more comprehensive responses. 

Example in Practice: In creative writing or when handling complex, open-ended 
queries, self-augmented prompting allows the model to subtly guide itself through 
layers of context and detail—even if the final output hides the internal workings—for 
improved narrative flow and depth 3. 

Comparing the Two 

 Level of Specificity: 
o Self-Ask Prompting is very specific—it commands the model to 

formulate and answer a series of self-generated questions. 
o Self-Augmented Prompting is a more general strategy that can 

incorporate self-ask techniques among other forms of internal 
guidance. 
 

 Transparency vs. Integration: 
o Self-Ask Prompting offers a transparent window into the model’s 

reasoning by making each internal question explicit. 
o Self-Augmented Prompting may work behind the scenes, refining and 

expanding the initial prompt without necessarily exposing every 
internal processing step. 
 

 Suitability and Application: 
o Self-Ask Prompting tends to be favored in scenarios where a high 

degree of logical structuring and step-by-step analysis is required. 
o Self-Augmented Prompting shines in tasks where enriching the 

response with additional context, nuances, or creative elaboration is 
beneficial. 

In essence, while both techniques share the goal of improving response quality 
through internal processing enhancements, self-ask prompting is more about explicit 
deconstruction of a problem, whereas self-augmented prompting includes a wider 
array of strategies to internally enrich and recalibrate the prompt for a more refined 
outcome. 

Would you like to delve even deeper into how these techniques might be blended 
into hybrid approaches for tasks requiring both detailed logical breakdowns and rich 
contextual understanding? 

 Well, let me ask at this point: How do these prompting techniques fit into overall 
AI advancements? 



 Prompting techniques like Self-Ask and Self-Augmented Prompting are key 
milestones in the evolution of AI, especially as large language models move from 
static response generators to systems that can internally refine and guide their 
reasoning. These techniques serve as building blocks for what many see as a shift 
toward models that resemble a kind of "meta-cognition"—that is, they don’t just 
process an incoming prompt but actively interrogate and enhance the information 
before delivering an answer. 

Enhancing Reasoning and Accuracy 

Traditional prompting methods rely on a single, static user instruction. However, as 
tasks become increasingly complex, models benefit from an internal mechanism to 
break down, refine, and validate their outputs. Self-Ask Prompting promotes this by 
compelling the model to decompose a problem into manageable sub-questions, 
ensuring that each element is addressed clearly. This step-by-step process increases 
accuracy and transparency, enabling the model to catch potential missteps early. In 
contrast, Self-Augmented Prompting goes a step further by enriching the original 
prompt—embedding additional context, reordering instructions, and even 
anticipating ambiguities before delivering an answer. Together, they help models 
produce more nuanced, reliable, and contextually aware responses. 

Integration into Overall AI System Advancements 

These prompting techniques represent a broader trend in AI research focused on 
improving internal reasoning and self-correction capabilities. Here’s how they fit into 
the bigger picture: 

 From Reactive to Proactive Reasoning: Early AI systems were largely 
reactive, simply mirroring user inputs. Advanced prompting techniques 
transform models into proactive thinkers. By internally formulating follow-up 
questions or reinterpreting initial queries, models can simulate a more human-
like thought process that actively refines understanding before producing a 
final output. 
 

 Improving Robustness and Flexibility: In scenarios where the input may be 
ambiguous or too broad, these internal strategies help models clarify and 
focus on the intended meaning. This leads to more robust performance across 
a variety of tasks—from complex problem-solving to creative storytelling. The 
result is an AI system that can handle edge cases more gracefully and adapt its 
reasoning to the particular nuances of each query. 
 

 Facilitating Hybrid Approaches: The blending of techniques such as explicit 
chain-of-thought decomposition (as seen in Self-Ask Prompting) with the 
broader context enhancement of Self-Augmented Prompting paves the way 
for hybrid models. These models are particularly effective in domains where 
both logical precision and rich contextual understanding are necessary. Such 
integrative approaches may eventually lead to systems that can self-modify 



their strategy in real time, optimizing their responses dynamically based on 
the complexity of the task. 

Toward More Autonomous AI Systems 

The ultimate goal of these techniques is to have models that not only process 
language impressions passively but actively engage with the task at hand. By 
integrating internal prompting mechanisms, future AI might continuously reflect on 
and refine its answers, much like a human would check and recheck their reasoning 
during a complex task. This evolution is fundamental in advancing AI toward more 
autonomous and self-regulated systems that can reason, plan, and act more reliably 
across diverse applications—from educational tutoring systems, research assistants, 
to decision-support systems. 

This shift marks a significant milestone in AI advancements. It is moving us toward 
systems that can understand context more deeply, learn from their own outputs, and 
ultimately provide more thoughtful, adaptive, and trustworthy responses. 

Would you be interested in exploring potential real-world applications where these 
self-refining techniques are already beginning to change the game, or perhaps a look 
into how such internal mechanisms might evolve in the coming years? 

 From Reactive to Proactive Reasoning, you state. Would you mind to generate a 
compelling example of some kind of proactive reasoning - legal reasoning to be 
precise? 

 Let's imagine a scenario where a legal firm is preparing a case regarding a breach 
of contract. In a traditional approach, the firm's legal team would receive a prompt 
describing the dispute—say, "Outline the liabilities and possible defenses in a 
contractual non-performance case between Company A and Company B due to non-
delivery of goods." A reactive AI system would process this static prompt and 
generate a set of standard legal arguments based solely on the input. In contrast, a 
proactive AI system leveraging internal prompting techniques takes the process 
several steps deeper. 

A Proactive Example: The Case of Company A vs. Company B 

Step 1: Legal Analysis and Meta-Prompting 

Upon receiving the prompt, the proactive AI doesn't stop at the user-provided 
details. Instead, it internally enriches the prompt through self-augmented prompting. 
The system generates internal questions such as: 

 What are the specific contractual obligations outlined regarding delivery timelines? 
 Has there been any invocation of force majeure or a clause related to unforeseen 

events? 
 What is the potential impact of delayed delivery on both parties? 
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This internal meta-level analysis acts as an enhanced roadmap, allowing the AI to 
identify any missing pieces of the puzzle and to prepare for multiple angles of legal 
reasoning. 

Step 2: Decomposing the Problem with Self-Ask Prompts 

Next, the system applies self-ask prompting to break down the complex problem into 
discrete sub-questions that cover: 

 Contract Interpretation: Determining the explicit terms regarding delivery, 
remedies for delays, and any contractual penalties. 
 

 Duty of Good Faith: Evaluating whether either party potentially acted in bad 
faith by obstructing performance or failing to communicate effectively. 
 

 Potential Defenses: Analyzing defenses such as impracticability or 
unforeseen circumstances that may have rendered performance impossible. 

For instance, the AI might internally ask, "Given the contractual language, is there any 
room for arguing that non-performance was legally justified?" Before answering, it would 
analyze all clauses in relation to current legal precedents. 

Step 3: Proactive Reasoning and Strategic Recommendations 

Armed with both self-augmented and self-ask analyses, the AI proceeds to draft a 
response that not only outlines standard arguments but also proactively highlights 
additional avenues of exploration: 

 Enhanced Contextual Insights: The AI recommends evaluating internal 
communications between the parties to uncover whether Company B 
attempted to mitigate delays. It might suggest that such evidence could be 
crucial if the court is weighing the duty of good faith and reasonableness. 
 

 Precedent Analysis: Instead of merely listing potential statutory defenses, the 
AI proffers a comparative analysis of similar cases. It might indicate, "In cases 
where delivery issues arose due to uncontrollable external factors, courts have 
sometimes favored rescission over damages, which could be a potential 
outcome here if evidence supports such a narrative." 
 

 Actionable Follow-Up Queries: The AI also designs a follow-up strategy: 
o What percentage of the contract's total value is impacted by the non-delivery? 
o Is there evidence that alternative suppliers could have delivered the goods 

within the required timeframe? 
o Could deposit refunds or penalty clauses indicate a contractual acceptance of 

potential delays? 

https://www.eulenhaupt.com/legal_translation_revision/english_german_dutch/text/Claude%203%20about%20Guiding%20Language%20Models%20for%20Convincing%2C%20Transparent%2C%20Comprehensible%2C%20Consistent%20and%20Coherent%20Legal%20Reasoning.pdf
https://www.eulenhaupt.com/legal_translation_revision/english_german_dutch/text/Claude%203%20about%20Guiding%20Language%20Models%20for%20Convincing%2C%20Transparent%2C%20Comprehensible%2C%20Consistent%20and%20Coherent%20Legal%20Reasoning.pdf


This proactive reasoning allows the legal team to not only prepare a robust argument 
but also anticipate counterarguments—a critical advantage that shifts the approach 
from reactive to truly strategic. 

Step 4: Delivering a Coherent, Adaptive Output 

The final AI output is a comprehensive memorandum that weaves together these 
multi-layered lines of inquiry. It might begin with an executive summary of the 
primary legal issues, then detail sub-sections such as "Contractual Obligations and 
Breach Criteria," "Available Defenses and Mitigating Factors," and "Strategic 
Recommendations for Further Evidence Gathering." This output is not just a reaction 
to the prompt; it’s a dynamic, adaptive document that guides legal practitioners 
through both immediate and future strategic decisions. 

How This Fits into Overall AI Advancements 

By moving from reactive responses to proactive reasoning, AI systems demonstrate a 
form of meta-cognition that is transforming legal analysis. This approach not only 
augments the quality of legal reasoning through internal questioning and context 
enrichment—it also enables legal professionals to preemptively address critical 
nuances that might otherwise be missed. Such advancements in prompting 
techniques are paving the way for AI systems that act as intelligent collaborators in 
the legal field, capable of refining their conclusions based on internal, self-directed 
strategies. 

Would you like to explore further how these internal prompting mechanisms might 
be tailored for other domains, such as financial compliance or medical diagnostics, 
where proactive reasoning could be equally transformative? 
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