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… in order to enhance my wheeling and dealing with a LLM … 

 

… I am advised to: >> Use output primers, which involve concluding your prompt with the beginning of 

the desired output. Utilize outputprimers by ending your prompt with the start of the anticipated 

response<<. 

Now, what does this advice (scientific advice) mean in concrete terms? 

 

 

I'd be glad to provide a concrete explanation of the advice to use output primers when interacting with a 

Large Language Model (LLM): 

What are Output Primers? 

Output primers are a technique that involves crafting your prompt in a way that guides the LLM towards 

producing a specific type of response. By including the beginning of the desired output in your prompt, 

you essentially provide the LLM with a starting point or framework for its response. This can help to: 

Improve Relevance: The LLM will be more likely to generate a response that aligns closely with your 

intended topic or purpose. 

Increase Specificity: You can use output primers to steer the LLM towards producing a more focused and 

detailed response. 

Reduce Ambiguity: By providing a clear starting point, you can help to minimize the chances of the LLM 

generating responses that are vague or off-topic. 

Concrete Examples: 

Here are some examples to illustrate how output primers can be used in practice: 

Example 1: Seeking a Specific Summary 

Prompt without output primer: "Tell me about the French Revolution." 

Prompt with output primer: "Summarize the key events of the French Revolution, starting with the 

storming of the Bastille." 

By including the phrase "starting with the storming of the Bastille," you're guiding the LLM towards a 

summary that focuses on this pivotal event. 
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Example 2: Requesting a Specific Format 

Prompt without output primer: "Write a poem about a sunset." 

Prompt with output primer: "Write a poem about a sunset, starting with the lines 'The sky is ablaze with 

hues of gold and red.'" 

The initial lines provide a specific structure and tone for the poem, helping to ensure that the LLM's 

response aligns with your expectations. 

 

Example 3: Generating a Creative Response 

Prompt without output primer: "Write a story about a robot who wants to be human." 

Prompt with output primer: "Write a story about a robot who wants to be human. The story should start 

with the robot waking up and realizing it can feel emotions." 

The starting point helps to set the stage for a more imaginative and engaging story. 

 

Tips for Effective Output Priming: 

Be Clear and Concise: Ensure that the beginning of the desired output is well-defined and easy to 

understand. 

Experiment with Different Primers: Try different variations of output primers to see what works best for 

your particular prompt and desired outcome. 

Consider the LLM's Capabilities: Be mindful of the LLM's limitations and avoid providing primers that are 

overly complex or require specialized knowledge. 

By effectively using output primers, you can significantly enhance your interactions with LLMs and 

increase the likelihood of obtaining the desired responses. 
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